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Fast sweeping methods are efficient iterative numerical schemes originally designed for
solving stationary Hamilton–Jacobi equations. Their efficiency relies on Gauss–Seidel type
nonlinear iterations, and a finite number of sweeping directions. In this paper, we general-
ize the fast sweeping methods to hyperbolic conservation laws with source terms. The
algorithm is obtained through finite difference discretization, with the numerical fluxes
evaluated in WENO (Weighted Essentially Non-oscillatory) fashion, coupled with Gauss–
Seidel iterations. In particular, we consider mainly the Lax-Friedrichs numerical fluxes.
Extensive numerical examples in both scalar and system test problems in one and two
dimensions demonstrate the efficiency, high order accuracy and the capability of resolving
shocks of the proposed methods.

� 2012 Elsevier Inc. All rights reserved.
1. Introduction

Hyperbolic conservation laws and Hamilton–Jacobi equations are first order nonlinear partial differential equations
which arise in many applications such as gas dynamics [19,40], shallow water waves [41], geometrical optics [42], crystal
growth [23,25], etching, photolithography [33], computer vision [32,24] and seismology [7]. The solutions of these equations
can develop singularity, such as discontinuity in the solutions or their derivatives. Under these circumstances, the solutions
do not satisfy the equations in the classical sense and one must resort to weak solutions. For hyperbolic conservation equa-
tions, ‘‘vanishing viscosity solution’’ and ‘‘entropy solution’’ are introduced to define the weak solution uniquely (see [20,18]
and references therein). In early 1980s, Crandall and Lions [10,11] introduced ‘‘viscosity solution’’, among weak solutions, to
study of the existence, uniqueness, and stability properties of Hamilton–Jacobi equations. Since then, many numerical meth-
ods have been proposed to approximate the viscosity solutions [34,18,9,38]. The challenges of the numerical schemes gen-
erally are to achieve high order accuracy and be able to resolve the shock or singularity well, while maintaining conservation.
One key to the scheme design of hyperbolic conservation laws and Hamilton–Jacobi equations, in order to correctly capture
the viscosity solution, is the use of consistent and conservative numerical fluxes and Hamiltonians.

For Hamilton–Jacobi equations,
/tðx; tÞ þ Hðx; t;/;O/ðx; tÞÞ ¼ 0
. All rights reserved.
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after Osher proved in [22] the link between static and time dependent Hamilton–Jacobi equations, in which the zero level set
of the viscosity solution of the time dependent problem at a later time t is the t-level set of the static problem, fast sweeping
methods for static Hamilton–Jacobi equations became popular due to their high efficiency. A fast sweeping method mainly
consists of the following three essential ingredients: (1) an efficient local solver on a given Cartesian mesh
[39,46,15,17,45,26] or triangulation [26,16] based on monotone numerical Hamiltonians, (2) systematic orderings of solu-
tion nodes according to some pre-determined information-flowing directions, and (3) Gauss–Seidel type iterations based
on a given order of solution nodes. Among fast sweeping schemes, the methods based on upwind Hamiltonians are most
efficient for convex Hamiltonians [39,46], while the methods based on Lax–Friedrichs fluxes [15,45] are most flexible to deal
with general non-convex Hamiltonians.

Although for hyperbolic conservation laws with source terms,
ut þr � f ðuÞ ¼ sðuÞ;
in which the Jacobian matrix f 0ðuÞ is diagonalizable with all the eigenvalues being real for any u, there is no such link be-
tween time dependent problems and static problems as in Hamilton–Jacobi equations, it is still favorable to have efficient
numerical methods for steady state hyperbolic problems. A class of schemes, called ‘‘residual distribution schemes’’ [1–
3,12,29,37], were proposed for solving steady state problems with pseudo time stepping. The spirit of these methods is to
distribute the residuals, defined through integrating the flux and source terms on triangular or quadrilinear cells in a con-
servative fashion, and march in pseudo time. Residual distribution schemes were later generalized to high order schemes by
Abgrall and Roe [4] through a finite element based approach. Based on the same distribution principles, Chou and Shu [8]
developed a finite difference based residual distribution scheme which works on curvilinear meshes, and their scheme
achieves high order accuracy and low computational cost as in finite difference methods, but without the constraint of uni-
form meshes.

These residual distribution schemes, though more efficient by using only pseudo time stepping, are still greatly con-
strained by the CFL condition for stability, which can substantially limit the speed of the schemes. In this paper, we develop
a Gauss–Seidel type iterative method to accelerate the speed to compute the steady state solutions of hyperbolic equations.
Inspired by fast sweeping methods for time independent Hamilton–Jacobi equations, we propose methods which discretize
the steady state hyperbolic conservation laws directly, by approximating the spatial derivatives with consistent and conser-
vative numerical fluxes, and iterate with Gauss–Seidel type nonlinear method with a finite number of alternating sweeping
directions. In particular, we use the Lax–Friedrichs fluxes evaluated in WENO (Weighted Essentially Non-oscillatory) fashion
[35,36,21,14,34], to achieve high order accuracy as well as high resolution of shocks.

It is worth pointing out here that, while most steady state hyperbolic problems have unique steady states, with initial con-
ditions reasonably perturbed from the solutions, there are some problems whose steady states are totally dependent on the
initial conditions through mass conservation [30]. In those cases, Gauss–Seidel type sweeping may not conserve the mass
through the iterations, and therefore an additional constraint needs to be imposed in order to select the particular steady state.

This paper is organized as follows. In Section 2, we present the high order Lax–Friedrichs sweeping methods for
one-dimensional scalar and system problems. In Sections 3, the method is extended to two-dimensional equations. Section 4
describes an efficient accuracy-preserving stopping criterion for the fast sweeping iterative scheme. Section 5 contains
extensive numerical simulations for one and two-dimensional scalar and system steady state problems to demonstrate high
order accuracy, efficiency and robustness of our scheme. Conclusions are given in Section 6.

2. The Lax–Friedrichs sweeping schemes in one dimension

2.1. One-dimensional scalar problems

In this section, we consider the one-dimensional scalar steady state problem
f ðuÞx ¼ sðu; xÞ; x 2 ½a; b� ð1Þ
subject to an initial guess and appropriate boundary conditions.
To obtain a numerical scheme, the interval is first discretized uniformly into N cells, and the grid points are denoted by

fxjgN
j¼0, where xj ¼ aþ jDx; j ¼ 0; . . . ;N and Dx ¼ ðb� aÞ=N. The midpoint of a cell is defined as xjþ1

2
¼ ðxj þ xjþ1Þ=2,

j ¼ 0; . . . ;N � 1. The numerical approximation of u on the grid points xj are denoted by uj; j ¼ 0; . . . ;N. A conservative finite
difference type discretization of Eq. (1) can be written as
f̂ jþ1
2
� f̂ j�1

2

Dx
¼ sðuj; xjÞ; ð2Þ
in which f̂ j�1
2

represent numerical fluxes approximating the fluxes at xj�1
2
. The order of the numerical scheme thus depends on

the order that
f̂

jþ1
2
�f̂

j�1
2

Dx approximates fxðujÞ.
Our goal is to design a Gauss–Seidel type iterative scheme, based on Eq. (2), which can accelerate the speed to

compute steady state solutions of hyperbolic equations. In Section 2.1.1, we introduce the design of the numerical scheme
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by presenting a first order sweeping method with Lax–Friedrichs numerical fluxes. This first order method can be generalized
to higher order by employing high order Lax–Friedrichs WENO numerical fluxes. The construction of the numerical fluxes
with WENO procedure will be reviewed in Section 2.1.2, and the high order sweeping method is introduced in Section 2.1.3.
While the general analysis for the convergence of the sweeping methods is difficult, we carry out the analysis for the first or-
der sweeping method for a simple scalar linear equation in Section 2.1.4.

2.1.1. A framework: a first order Lax–Friedrichs sweeping method
We substitute the numerical fluxes in Eq. (2) by the first order Lax–Friedrichs fluxes
f̂ jþ1
2
¼ 1

2
ðf ðujÞ þ f ðujþ1ÞÞ �

r
2
ðujþ1 � ujÞ; ð3Þ
where r ¼maxjfjf 0ðujÞjg; j ¼ 1; . . . ;N. This leads to the discretization formula
1
2
ðf ðujþ1Þ � f ðuj�1ÞÞ �

r
2
ðujþ1 � 2uj þ uj�1Þ � Dxsðuj; xjÞ ¼ 0;
and equivalently,
uj ¼
1
2
ðuj�1 þ ujþ1Þ þ

1
r
ðDxsðuj; xjÞ �

1
2
ðf ðujþ1Þ � f ðuj�1ÞÞÞ:
If we denote the iteration step by n, with n ¼ 0 corresponding to the initial guess, a simple updating formula would be
unþ1
j ¼ 1

2
ðuj�1 þ ujþ1Þ þ

1
r
ðDxsðun

j ; xjÞ �
1
2
ðf ðujþ1Þ � f ðuj�1ÞÞÞ: ð4Þ
The superscripts of ujþ1 and uj�1 on the right-hand-side of Eq. (4) are not specified because they depend on whether the
numerical solutions are updated from left to right or from right to left, which we call the sweeping direction. If the sweeping
direction is from left to right, then we take uj�1 ¼ unþ1

j�1 and ujþ1 ¼ un
jþ1. The formula becomes
unþ1
j ¼ 1

2
ðunþ1

j�1 þ un
jþ1Þ þ

1
r

Dxsðun
j ; xjÞ �

1
2

f ðun
jþ1Þ � f ðunþ1

j�1 Þ
� �� �

:

If the sweeping direction is from right to left, then uj�1 ¼ un
j�1 and ujþ1 ¼ unþ1

jþ1 will be used, and
unþ1
j ¼ 1

2
ðun

j�1 þ unþ1
jþ1 Þ þ

1
r

Dxsðun
j ; xjÞ �

1
2

f ðunþ1
jþ1 Þ � f ðun

j�1Þ
� �� �

:

These updating formulas are essentially Gauss–Seidel iterations because the point values are computed using newly updated
neighboring values. Our sweeping method is simply to update point values by Eq. (4), with alternating sweeping directions
to achieve a faster convergence rate.

2.1.2. A review of construction of high order finite difference WENO fluxes
To develop a higher order sweeping method, one needs high order numerical fluxes in Eq. (2). In this section, we briefly

review the construction of numerical fluxes for high order finite difference WENO schemes, and the same construction will
be used in our scheme, presented in the next section. More details can be found in [21,14,5,34–36].

Consider a scalar hyperbolic conservation law in one dimension
ut þ f ðuÞx ¼ 0
with a positive wind direction f 0ðuÞP 0. The spatial derivative is approximated by a conservative flux difference
f ðuÞxjx¼xj
� 1

Dx
f̂ jþ1

2
� f̂ j�1

2

� �

when a uniform discretization with mesh size Dx is used. The numerical flux f̂ jþ1

2
is computed through the neighboring point

values fi ¼ f ðuiÞ. For a ð2k� 1Þth order WENO scheme, we first compute k numerical fluxes
f̂ ðrÞ
jþ1

2
¼
Xk�1

i¼0

crifj�rþi; r ¼ 0; . . . ; k� 1;
corresponding to k different candidate stencils SrðjÞ ¼ fxj�r ; . . . ; xj�rþk�1g; r ¼ 0; . . . ; k� 1. Each of these numerical fluxes is kth
order accurate. For example, when k ¼ 2 (third order WENO scheme), the two second order accurate numerical fluxes are
given by
f̂ ð0Þ
jþ1

2
¼ 1

2
fj þ

1
2

fjþ1;

f̂ ð1Þ
jþ1

2
¼ �1

2
fj�1 þ

3
2

fj:
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The ð2k� 1Þth order WENO flux is a superposition of all these k numerical fluxes
f̂ jþ1
2
¼
Xk�1

r¼0

wrf̂
ðrÞ
jþ1

2
:

The nonlinear weights wr satisfy wr P 0;
Pk�1

r¼0 wr ¼ 1, and are defined in the following way
wr ¼
arPk�1
s¼0 as

; ar ¼
dr

ð�þ brÞ
2 :
Here dr are the linear weights which yield ð2k� 1Þth order accuracy, br are the so-called ‘‘smoothness indicators’’ of the sten-
cils SrðjÞ, which measure the smoothness of the function f ðuðxÞÞ in the stencils. The constant � is a small number used to
avoid the division by zero and is typically taken as 10�6. For example, when k ¼ 2 (third order WENO scheme), the linear
weights are given by
d0 ¼
2
3
; d1 ¼

1
3
;

and the smoothness indicators are given by
b0 ¼ ðfjþ1 � fjÞ2; b1 ¼ ðfj � fj�1Þ2:
The procedure for the case with f 0ðuÞ 6 0 is mirror symmetric with respect to jþ 1
2. More details can be found in [14,34].

The Lax–Friedrichs numerical flux is constructed through splitting the fluxes into positive and negative fluxes
f�ðuÞ ¼ 1
2
ðf ðuÞ � auÞ;
where a is taken as a ¼maxujf 0ðuÞj. The WENO procedure is applied to f� individually with upwind biased stencils. Depend-
ing on whether the maximum is taken globally or locally, such schemes are referred to as the Lax–Friedrichs WENO scheme
or the local Lax–Friedrichs WENO scheme. In this paper, we will take a to be a global maximum along the line of computa-
tion, that is, use the typical Lax–Friedrichs WENO fluxes.

2.1.3. High order Lax–Friedrichs WENO sweeping method
As introduced in Section 2.1.2, high order numerical fluxes f̂ j�1

2
can be constructed through WENO procedure, and here we

use Lax–Friedrichs WENO fluxes to obtain the high order sweeping method.
First, we define
^̂
f jþ1

2
¼ f̂ jþ1

2
þ r

2
ðujþ1 � ujÞ; j ¼ 0; . . . ;N � 1; ð5Þ
where f̂ jþ1
2

is the original high order Lax–Friedrichs flux. The newly defined flux (5) retains the form of Eq. (3) by subtracting

the diffusion term explicitly, which allows us to formulate the iterative scheme. The discretization formula then could be

written, in terms of ^̂f jþ1
2
, as
ð^̂f jþ1
2
� r

2 ðujþ1 � ujÞÞ � ð
^̂
f j�1

2
� r

2 ðuj � uj�1ÞÞ
Dx

¼ sðuj; xjÞ: ð6Þ
Thus, we obtain the iterative scheme
unþ1
j ¼ 1

2
ðuj�1 þ ujþ1Þ þ

1
r

Dxsðun
j ; xjÞ � ð

^̂
f jþ1

2
� ^̂

f j�1
2
Þ

� �
: ð7Þ
As in the first order sweeping method, the iterations will take alternating directions: If we sweep from left to right, then in
(7), uj�1 ¼ unþ1

j�1 and ujþ1 ¼ un
jþ1 are used; if we sweep from right to left, uj�1 ¼ un

j�1 and ujþ1 ¼ unþ1
jþ1 are used.

Upon the convergence of the iterations, high order accuracy will be achieved due to the use of high order numerical
fluxes. The WENO construction of the numerical fluxes guarantees essentially non-oscillatory properties of the numerical
solutions around discontinuities.

2.1.4. Convergence of the Lax–Friedrichs fast sweeping method
Generally, it is very difficult to study the convergence properties of the high order sweeping methods proposed in Sec-

tion 2.1.3 due to its nonlinear nature. The analysis of the first order linear Lax–Friedrichs sweeping method for nonlinear
hyperbolic equations is also limited because the numerical operators are also fully nonlinear. To gain some insights of the
convergence properties with respect to different choices of r, we perform the analysis on the simplest linear steady state
equation:
ux ¼ 1; x 2 ½0;1�; ð8Þ
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with the boundary condition uð0Þ ¼ 0. Although at x ¼ 1, one does not need a boundary condition, numerical boundary con-
ditions are still required, and here we use linear extrapolation at the right boundary.

Let us denote by superscript þ the sweep from left to right, and � the sweep from right to left. We also denote the solu-
tion by a vector notation un ¼ ðun

1; . . . ; un
NÞ

T with superscript n representing the number of iterations. If we further denote
1
2� 1

2r by a and 1
2þ 1

2r by b, then after two alternating iterations the sweeping method can be formulated by
Aþðunþ1Þþ ¼ BþðunÞ� þ C; ð9Þ
and
A�ðunþ2Þ� ¼ B�ðunþ1Þþ þ C; ð10Þ
where
Aþ ¼

1 0 � � � � 0
�b 1 � � � � �
0 �b 1 � � � �
� � � � � � �
� � � �b 1 0 �
� � � 0 �b 1 0
0 � � � 0 a� b 1� 2a

2666666666664

3777777777775
;

Bþ ¼

0 a � � � � 0
0 0 a � � � �
� � 0 a � � �
� � � � � � �
� � � � 0 a 0
� � � � � 0 a
0 � � � � 0 0

26666666664

37777777775
;

A� ¼

1 �a � � � � 0
0 1 �a � � � �
0 0 1 �a � � �
� � � � � � �
� � � � 1 �a 0
� � � � 0 1 �a
0 � � � 0 0 1� 2a

26666666664

37777777775
;

B� ¼

0 0 � � � � 0
b 0 � � � � �
� b 0 � � � �
� � � � � � �
� � � b 0 0 0
� � � � b 0 0
0 � � � � b� a 0

2666666666664

3777777777775
;

and C ¼ ðDx
r ;

Dx
r ; . . . ; Dx

r Þ
T .

Thus, the updating formula becomes
ðunþ1Þþ ¼ ðAþÞ�1BþðunÞ� þ ðAþÞ�1C ð11Þ
and
ðunþ2Þ� ¼ ðA�Þ�1B�ðunþ1Þþ þ ðA�Þ�1C: ð12Þ
Combining the above two formulas, one obtains after one complete sweeping:
ðunþ2Þ� ¼ ðA�Þ�1B�ðAþÞ�1BþðunÞ� þ ðA�Þ�1B�ðAþÞ�1C þ ðA�Þ�1C: ð13Þ
Convergence of the iterative scheme (13) is guaranteed for any fixed N if the spectral radius q ðA�Þ�1B�ðAþÞ�1Bþ
� �

is strictly

less than 1. Since it is difficult to analyze theoretically the spectral radius of the iteration matrix, we provide the numerical
evaluation of the spectral radius for N ¼ 100 and N ¼ 200, with the value of r varied from 1 to 20 with increment 0:1. It can
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Fig. 1. Spectral radius of the iteration matrix in Eq. (13), with r varied from 1 to 20 and incremented by 0.1.
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be seen from Fig. 1 that the spectral radius is always less than 1, but increasingly approaches 1 as r becomes larger, and it
decreases rapidly as r is close to 1. Notice that in the scheme we implemented numerically the optimal choice r ¼ 1 as
showed in Eq. (3) to have rapid convergence. Choice of larger r may result in more iterations.

2.2. One-dimensional system problems

For one-dimensional systems
fðuÞx ¼ sðu; xÞ; x 2 ½a; b�;
where f, s and u are vector-valued functions in Rm, we use the same iterative formula (7), but perform local characteristic
decomposition for numerical flux construction, which is more robust than the component-by-component evaluation. The
flux reconstruction procedure is described as follows. First we compute an average state ujþ1

2
between uj and ujþ1, using

either the simple arithmetic mean or a Roe’s average [28]. The right eigenvectors rm and the left eigenvectors lm of the Jaco-
bian f 0ðujþ1

2
Þ are needed for the local characteristic decomposition. The WENO procedure is used on
v�i ¼ R�1f�i ; for i in a neighborhood of j;
where R ¼ ðr1; . . . ; rnÞ is the matrix whose columns are the right eigenvectors of f 0ðujþ1
2
Þ. The numerical fluxes v̂�

jþ1
2

thus com-

puted are then projected back into the physical space by left multiplying with R, yielding finally the numerical fluxes f̂ j�1
2

in

the physical space. Finally, the grid values uj are updated component-wisely by formula (7).
We remark here that the upwind type discretization of the source term sðu; xÞ may be necessary in some equations. In

[27], Roe shows that for linear systems, source terms should be upwind in the same way as the physical fluxes. Otherwise,
spurious numerical results can appear when the central discretization of the source term is used. Since Lax–Friedrichs flux
instead of upwind flux is used in our method, spurious numerical results are not observed frequently. This may due to the
fact that Lax–Friedrichs fluxes introduce more numerical dissipation than upwind fluxes. However, in some special cases
such as the nozzle flow problem which will be mentioned in Example 5.2.2 of Section 5, WENO approximation and charac-
teristic decomposition of source term are required to maintain well-balanceness and high order accuracy [43].

3. The Lax–Friedrichs sweeping schemes in two dimensions

3.1. Two-dimensional problems

The sweeping method we described in the previous sections can be easily extended to the two-dimensional steady state
problem
f ðuÞx þ gðuÞy ¼ sðu; x; yÞ; ðx; yÞ 2 ½a; b� � ½c;d�; ð14Þ
Let fðxi; yjÞg; i ¼ 0; . . . ;Nx; j ¼ 0; . . . ;Ny denote the grid points of a uniform discretization of the computational domain, with
Dx ¼ ðb� aÞ=Nx and Dy ¼ ðd� cÞ=Ny as the mesh sizes for x and y direction, respectively. We use ui;j to represent the numer-
ical solution of u at grid point ðxi; yjÞ. A conservative finite difference discretization of (14) can be written as
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f̂ iþ1
2;j
� f̂ i�1

2;j

Dx
þ

ĝi;jþ1
2
� ĝi;j�1

2

Dy
¼ sðui;j; xi; yjÞ: ð15Þ
If one uses the first order Lax–Friedrichs fluxes
f̂ iþ1
2;j
¼ 1

2
f ðui;jÞ þ f ðuiþ1;jÞ
� �

� rx

2
uiþ1;j � ui;j
� �

;

ĝi;jþ1
2
¼ 1

2
gðui;jÞ þ gðui;jþ1Þ
� �

� ry

2
ui;jþ1 � ui;j
� �
in (15), where rx ¼maxifjf 0ðui;jÞjg and ry ¼maxjfjg0ðui;jÞjg. This leads to the equation
Dy
2

f ðuiþ1;jÞ � f ðui�1;jÞ
� �

� rxDy
2

uiþ1;j � 2ui;j þ ui�1;j
� �

þ Dx
2

gðui;jþ1Þ � gðui;j�1Þ
� �

� ryDx
2

ui;jþ1 � 2ui;j þ ui;j�1
� �

¼ DxDy sðui;j; xi; yjÞ:
Thus ui;j can be solved in terms of neighboring grid function values
ui;j ¼
rxDy uiþ1;j þ ui�1;j

� �
2ðrxDyþ ryDxÞ þ

ryDx ui;jþ1 þ ui;j�1
� �

2ðrxDyþ ryDxÞ þ
DxDysðun

i;j; xi; yjÞ
rxDyþ ryDx

�
Dy f ðuiþ1;jÞ � f ðui�1;jÞ
� �

þ Dx gðui;jþ1Þ � gðui;j�1Þ
� �

2ðrxDyþ ryDxÞ :
We sweep the whole domain with four alternating orderings repeatedly,
ð1Þ i ¼ 1 : I; j ¼ 1 : J; ð2Þ i ¼ I : 1; j ¼ 1 : J; ð3Þ i ¼ 1 : I; j ¼ J : 1; ð4Þ i ¼ I : 1; j ¼ J : 1:
If the first sweeping direction is chosen, then ui�1;j ¼ unþ1
i�1;j, ui;j�1 ¼ unþ1

i;j�1, uiþ1;j ¼ un
iþ1;j and ui;jþ1 ¼ un

i;jþ1. The update formula is
unþ1
i;j ¼

rxDy un
iþ1;j þ unþ1

i�1;j

� �
2ðrxDyþ ryDxÞ þ

ryDx un
i;jþ1 þ unþ1

i;j�1

� �
2ðrxDyþ ryDxÞ þ

DxDy sðun
i;j; xi; yjÞ

rxDyþ ryDx
�

Dyðf ðun
iþ1;jÞ � f ðunþ1

i�1;jÞÞ þ Dxðgðun
i;jþ1Þ � gðunþ1

i;j�1ÞÞ
2ðrxDyþ ryDxÞ :

ð16Þ
If the second sweeping direction is chosen, then ui�1;j = un
i�1;j; ui;j�1 = unþ1

i;j�1;uiþ1;j = unþ1
iþ1;j and ui;jþ1 = un

i;jþ1. The update formula is
unþ1
i;j ¼

rxDy unþ1
iþ1;j þ un

i�1;j

� �
2ðrxDyþ ryDxÞ þ

ryDx un
i;jþ1 þ unþ1

i;j�1

� �
2ðrxDyþ ryDxÞ þ

DxDy sðun
i;j; xi; yjÞ

rxDyþ ryDx
�

Dyðf ðunþ1
iþ1;jÞ � f ðun

i�1;jÞÞ þ Dxðgðun
i;jþ1Þ � gðunþ1

i;j�1ÞÞ
2ðrxDyþ ryDxÞ :

ð17Þ
Notice that the indices n and nþ 1 are switched for stencils involving ui�1;j and uiþ1;j in (16) and (17) because the sweeping
directions 1 and 2 visit these two points in reverse order. Similarly, the updating formulas in the third and fourth sweeping
directions require the switched indices n and nþ 1 for stencils involving ui;j�1 and ui;jþ1.

To extend this method to higher order, due to dimension-by-dimension property of the WENO procedure, we can simply
replace f ðui�1;jÞ by ^̂

f ðui�1;jÞ and gðui;j�1Þ by ^̂gðui;j�1Þ, where ^̂
f ðui�1;jÞ and ^̂gðui;j�1Þ are the modified Lax–Friedrichs WENO fluxes in

x and y directions defined in (5).
For two-dimensional system problems
fðuÞx þ gðuÞy ¼ sðu; x; yÞ; x 2 ½a; b�;
where f, g, s and u are vector-valued functions in Rm, we use the same two-dimensional iterative formula, but perform local
characteristic decomposition for numerical flux construction as follows. Assume f 0ðuÞ and g0ðuÞ can be written as LxKxRx and
LyKyRy, respectively, where Kx and Ky are diagonal matrices with real eigenvalues on the diagonal, and Lx;Rx and Ly;Ry are
matrices of left and right eigenvectors for the corresponding Jacobians. Similar to 1-D system, we first compute an average
state �u in each cell ½xi; xiþ1� � ½yj; yjþ1�, using either the simple arithmetic mean or a Roe’s average [28]. We denote Lx;Rx as the
matrices with left and right eigenvectors Lx;Rx of f 0ðuÞ at the average state, and �kk

x as the corresponding eigenvalues. The
matrices Ly;Ry and the eigenvalues �kk

y are defined similarly but associated with Ly;Ry, and Ky of g0ðuÞ.
The WENO procedure is used on the construction of fluxes:
U�p ¼ R�1
x f�p ; for p in a neighborhood of i;
W�q ¼ R�1
y g�q ; for q in a neighborhood of j;
The numerical fluxes Û�
iþ1

2
and Ŵ�

jþ1
2

are then projected back into the physical space by left multiplying with Rx and Ry , yield-

ing finally the numerical fluxes f̂ i�1
2

and ĝj�1
2

in the physical space.
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4. Stopping criteria for convergence

Iterative schemes always require stopping criteria by which the convergence of the numerical scheme is determined. Tra-
ditional Gauss–Seidel iterations adopt the stopping criteria in which the algorithm stops when a particular norm of the dif-
ference of successive iterations, called residue, is smaller than a number. This stopping criteria is effective when the residue
of the scheme is monotonically decreasing, but not robust enough for schemes with oscillatory convergence history, such as
high order fast sweeping methods.

In [31], it was proposed that, for first order sweeping methods for Hamilton–Jacobi equations, the algorithm stops as
qn ¼
kunþ1 � unk
kun � un�1k > 1;
where uk denotes the numerical solution at k-th iteration. When the scheme defines a contraction mapping, this criterion
indicates that the residue saturates due to spatial resolution and rounding error. A modified version of the criterion was pro-
posed for high order fast sweeping methods for Hamilton–Jacobi equations:
qn ¼
kunþ1 � unk þ hp

kun � un�1k > 1; n P 1; ð18Þ
where p is the order of the scheme. The inclusion of hp term is to stop the algorithm when the distance between two con-
secutive iterations is much smaller than the truncation error of the scheme.

In this paper, we adopt the stopping criterion (18), along with
kunþ1 � unk < hpþ1
: ð19Þ
This addition of criterion (19) is to exclude the possibility that the algorithm stops in early iterations where the residue fluc-
tuates wildly, and at the same time to ensure the order of accuracy of the scheme.

5. Numerical results

Here we show the numerical results of the proposed Lax–Friedrichs WENO sweeping method for hyperbolic conservation
laws with source terms in both scalar and system test problems in one and two dimensions. The efficiency and high order
accuracy of the proposed scheme will be demonstrated.

All the spatial discretizations in our numerical results are uniform. The values of r in Lax–Friedrichs fluxes and a in the
flux splitting are updated at the beginning of each directional sweeping and relaxed by multiplying some constant greater
than 1 to maxj f 0ðujÞ

�� ��	 

. In most problems, the L1 residues can be reduced to the level that satisfies stopping criteria (18) and

(19). For cases in which the residues stagnate above the desired level, we will state in the problem. In some problems, we
compare the third order sweeping method with a time marching method, the third order Lax–Friedrichs WENO finite differ-
ence method with fourth order TVD Runge–Kutta time integration [35], and we abbreviate the latter as WENO3-RK4. The CFL
numbers in WENO3-RK4 are taken to be 0.6 in all problems. We remark here that the choice of the CFL number certainly
affects the number of iterations to reach a steady state, but here we choose it to be sufficiently large while maintaining sta-
bility for all cases. We also test other methods of time integration such as RK2 and RK3, the performance and iteration num-
bers are very close to that of RK4. In WENO reconstruction, � is set to be 10�10 in most cases, unless otherwise stated.

5.1. The one-dimensional scalar problems

Example 5.1.1. We solve the steady state solution of the one-dimensional Burgers’ equation with a source term:
� �

ut þ

u2

2 x

¼ sin x cos x ð20Þ
with the initial condition
uðx;0Þ ¼ b sin x ð21Þ
and boundary conditions uð0; tÞ ¼ uðp; tÞ ¼ 0. This problem was studied in [30] as an example of multiple steady state solu-
tions for characteristic initial value problems. The steady state solution to this problem depends on the value of b: if
�1 < b < 1, a shock will form within the domain ½0;p�; otherwise, the solution will be smooth at first, followed by a shock
forming at the boundary x ¼ p (b P 1) or x ¼ 0 (b 6 �1), and later converge to a smooth steady state uðx;1Þ ¼ sin xðb P 1Þ
or uðx;1Þ ¼ � sin xðb 6 �1Þ, respectively. In order to test the order of accuracy, we take b ¼ 2 to have a smooth stationary
solution. Extended exact solutions are imposed on the ghost points of WENO reconstruction in the test of our fast sweeping
method with Lax–Friedrichs WENO (LF-WENO3) fluxes. The numerical results are shown in Table 1. The convergence to third
order accuracy of L1 error can be clearly observed. The order of accuracy of L1 error converges to third order much more



Table 1
Errors, numerical orders of accuracy and iteration numbers of fast sweeping method with the third
order finite difference LF-WENO3 fluxes for Example 5.1.1 on meshes with N cells.

N L1 Error Order L1 Error Order Iter #

40 3.19E�03 – 3.25E�03 – 134
80 4.87E�04 2.71 8.43E�04 1.95 314

160 6.90E�05 2.82 2.14E�04 1.98 754
320 1.02E�05 2.76 5.37E�05 1.99 1794
640 1.45E�06 2.81 1.21E�05 2.15 4110

1280 1.89E�07 2.94 2.13E�06 2.51 9208
2560 2.27E�08 3.06 1.28E�07 4.06 19818

0 100 200 300 400 500 600 700
10

6

10
5

10
4

10
3

10
2

10
1

Iteration

L1  R
es

id
ue

 o
f C

on
ve

rg
en

ce

 

 
fast sweeping
WENO3 RK4

0 100 200 300 400 500 600 700
10

4

10
3

10
2

10
1

10
0

10
1

Iteration

L1  E
rr

or

 

 
fast sweeping
WENO3 RK4

Fig. 2. Comparison of the L1 residues (left) and L1 errors (right) of Example 5.1.1 in fast sweeping method (red solid line) and time marching method
WENO3-RK4 (blue dotted line) with N ¼ 80 cells for b ¼ 2. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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slowly. This slow convergence of L1 error has been observed in [44] because the solutions for WENO3 are more dissipative at
the extrema in coarse grids.

We compare the fast sweeping method with WENO3-RK4 by plotting the residue for each iteration until the solutions for
both methods reach the same stopping criteria. The comparison is displayed in Fig. 2. We can see that the sweeping method
converges faster than time marching scheme to reach a sufficiently small residue, and it approaches the exact solution more
quickly. In our example, fast sweeping method converges at an obviously higher rate if one requires the residue lower than
10�4.
Example 5.1.2. We consider the same problem as in Example 5.1.1., but take b ¼ 0:5 in the initial condition (21). As men-
tioned in the previous example, when �1 < b < 1, a shock will form within the domain, which separates two branches (sin x
and � sin x) of the steady state. The location of the shock is determined by the parameter b through conservation of mass

(
R p

0 udx ¼ 2b), and can be derived to be p� arcsin
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2

q
. For the case b ¼ 0:5, the shock location is approximately 2.0944.

Unlike the regular conservative time evolution schemes, our Gauss–Seidel iteration does not conserve the mass over the
iterations, but rather aims at solving the steady state equation directly. Therefore, the conservation of mass needs to be
imposed along with the steady state equation itself to make this problem well-posed. Numerically, we impose the
conservation of mass, within each iteration, by linearly projecting the numerical solution to the space in which the discrete

mass
PN

j¼0ujDx is conserved and equal to
PN

j¼0u0ðxjÞDx, where u0ðxÞ is the initial condition. In our test, the projection is

realized by applying the operation uj ¼
ujPN

j¼0
ujDx

PN
j¼0u0ðxjÞDx after each direction of sweeping.

We present our numerical solution, with 160 cells, in Fig. 3. One can see that the shock is captured at the correct location
and it is resolved very well.
Example 5.1.3. We consider the steady state solutions of Burgers’ equation with a different source term which depends on
the solution itself:
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Fig. 3. The numerical solution (blue circles) versus the exact solution (red solid line) for Example 5.1.2, computed with 160 cells after 750 iterations. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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ut þ
u2

2

� �
x

¼ �p cosðpxÞu; x 2 ½0;1� ð22Þ
equipped with the boundary conditions uð0; tÞ ¼ 1 and uð1; tÞ ¼ �0:1. This problem has two steady states with shocks
uðx;1Þ ¼
uþ ¼ 1� sinðpxÞ if 0 6 x < xs;

u� ¼ �0:1� sinðpxÞ if xs 6 x < 1;

�

where xs ¼ 0:1486 or xs ¼ 0:8514. Both solutions satisfy the Rankine–Hugoniot jump condition and the entropy conditions,
but only the one with the shock at 0.1486 is stable for small perturbation. This problem was studied in [13] as an example of
multiple steady states for one-dimensional transonic flows. This case is tested to demonstrate that starting with a reasonable
perturbation of the stable steady state, the numerical solution converges to the stable one by the fast sweeping method.

The initial guess is given by:
uðx;0Þ ¼
1 if 0 6 x < 0:5;
�0:1 if 0:5 6 x < 1;

�

where the initial jump is located in the middle of the positions of the shocks in the two admissible steady state solutions.
Exact solutions are imposed on the ghost points of WENO reconstruction. The numerical result with 80 cells and the exact
solution are displayed in Fig. 4. We can see the correct shock location captured and good resolution of the shock.

We compare the fast sweeping method with WENO3-RK4 by plotting the solutions after the same number of iterations
and the residues between two consecutive iterations, as well as the L1 error for each iteration until the solutions for both
methods reach the same stopping criteria. The comparison is displayed in Fig. 5. It can be seen that the numerical solution by
fast sweeping method approaches the exact solution much faster than WENO3-RK4, and the accurate shape of the solution
can be obtained after very few iterations by sweeping method.

We also notice that if only one directional sweeping is applied in the iteration, the numerical solution may converge to a
wrong steady state. In Fig. 6, we compare the exact solution with the numerical solution of our method with only right-to-
left sweeping. The single directional sweeping fails to capture the exact shock location.
5.2. The one-dimensional systems

Example 5.2.1. We solve the steady state solutions of the one-dimensional shallow water equation:
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Fig. 4. The stable entropy solution (red solid line), and the numerical solution (blue circles) for Example 5.1.3, computed with 80 cells after 450 iterations.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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h

hu

� �
t

þ
hu

hu2 þ 1
2 gh2

 !
x

¼
0

�ghbx

� �
; ð23Þ
where h denotes the water height, u is the velocity of the fluid, bðxÞ represents the bottom topography and g is the gravita-
tional constant.

Starting from a stationary initial condition, which itself is a steady state solution, we can check the order of accuracy. The
smooth bottom topography is given by:
bðxÞ ¼ 5e�
2
5ðx�5Þ2 ; x 2 ½0;10�:
The initial condition is the stationary solution:
hþ b ¼ 10; hu ¼ 0
and the exact steady state solution is imposed at the boundaries.
The numerical results are shown in Table 2. We can clearly see the third order accuracy of L1 error, but the order of L1

error converges much slower. In this example we choose � ¼ 10�6 in the WENO3 construction.
Example 5.2.2. We test our scheme on the steady state solution of the one-dimensional nozzle flow problem:
qA

quA

EA

0B@
1CA

t

þ
quA

ðqu2 þ pÞA
uAðEþ pÞ

0B@
1CA

x

¼
0

pA0ðxÞ
0

0B@
1CA; x 2 ½0;3� ð24Þ
where q denotes the density, u is the velocity of the fluid, E is the total energy, c is the gas constant, which is taken as 1.4,
p ¼ ðc� 1ÞðE� 1

2 qu2Þ is the pressure, and AðxÞ represents the area of the cross section of the nozzle.
We start with an initial condition
qðx;0Þ ¼ 1; uðx;0Þ ¼ 0 and pðx; 0Þ ¼ 1: ð25Þ
In our test, u ¼ ½qA quA EA�T is updated by fast sweeping. The boundary conditions are taken as 1 for pressure fixed at the
left, 0.6784 for pressure fixed at the right. For the component u1 ¼ qA and u2 ¼ quA, extended boundary condition is im-
posed. The area of the cross section AðxÞ is given by:
AðxÞ ¼ 1þ 2:2ðx� 1:5Þ2; 0 6 x 6 3:
In this one-dimensional system, WENO finite difference approximation is applied to both the flux term and A0ðxÞ, and the
characteristic decomposition is also applied to both the flux term and the source term in order to achieve high order accuracy
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Fig. 5. Example 5.1.3 simulated with 80 cells. Top left: the solution obtained by sweeping method after 20, 80, 160 iterations. Top right: the solution
obtained by WENO3-RK4 after 20, 80, 160 iterations. Bottom left: comparison of L1 residues of convergence by fast sweeping and WENO3-RK4 methods.
Bottom right: comparison of L1 errors by these two methods.
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and ensure the conservation of discretized solutions in space. In the numerical implementation, the matrix 0 A 0½ �T is decom-
posed into characteristic space and the derivative 0 A0 0

 �T is constructed by the WENO3 procedure.
In Fig. 7, the numerical solution of pressure by fast sweeping method is compared with the simulated solution with very

fine mesh (1000 cells) using WENO3-RK4, which is very close to the exact solution. One can see that the shock is resolved
well.

We also analyze the convergence speed by displaying the numerical solutions of fast sweeping method and WENO3-RK4
after the same number of iterations, and the history of L1 residues and L1 errors. The results are shown in Fig. 8. We can see
that fast sweeping method approaches the exact solution much more quickly. The L1 error by fast sweeping stabilizes around
10�2 after 1500 iterations, while the time marching method achieves the same level of error after 20000 iterations. However,
the residue of convergence for fast sweeping method will stagnate around 10�4 and for time marching it can go down slowly
to 10�7, this may be due to the natural mechanism of fast sweeping iteration.
5.3. The two-dimensional scalar problems

Example 5.3.1. We solve the steady state problem of two-dimensional Burgers’ equation with a source term:
ut þ
1ffiffiffi
2
p u2

2

� �
x

þ 1ffiffiffi
2
p u2

2

� �
y

¼ sin
xþ yffiffiffi

2
p

� �
cos

xþ yffiffiffi
2
p

� �
; ð26Þ
where ðx; yÞ 2 0; pffiffi
2
p

h i
� 0; pffiffi

2
p

h i
with the initial condition given by
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Fig. 6. The stable entropy solution (red solid line), and the numerical solution (blue circles) for Example 5.1.3 by only one directional sweeping, computed
with 80 cells after 1451 iterations. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)

Table 2
Errors, numerical orders of accuracy and iteration numbers for the water height h by fast sweeping method
with LF-WENO3 flux for Example 5.2.1 on meshes with N cells.

N L1 Error Order L1 Error Order Iter #

160 7.99E�04 – 2.33E�03 – 232
320 1.03E�04 2.96 5.75E�04 2.00 428
640 1.30E�05 2.98 1.40E�04 2.04 864

1280 1.13E�06 3.52 2.01E�05 2.80 1114
2560 1.19E�07 3.25 3.70E�06 2.45 2110
5120 8.41E�09 3.82 4.15E�07 3.15 3776
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uðx; y;0Þ ¼ b sin
xþ yffiffiffi

2
p

� �
: ð27Þ
This is the one-dimensional problem studied in Example 5.1.1 along the northeast-southwest diagonal. Since our grids are
not aligned with the diagonal, this is a truly two-dimensional test case. Here we take the boundary conditions to be the exact
solution of the steady state problem.

For this example we take b ¼ 1:5, which gives a smooth steady state solution uðx; y;1Þ ¼ sin xþyffiffi
2
p
� �

. The errors and
numerical orders are shown in Table 3. It can be seen clearly that third order accuracy is achieved.
Example 5.3.2. We consider the steady state solution of the following problem:
ut þ
1ffiffiffi
2
p u2

2

� �
x

þ 1ffiffiffi
2
p u2

2

� �
y

¼ �p cos p xþ yffiffiffi
2
p

� �
u; ð28Þ
where ðx; yÞ 2 0; 1ffiffi
2
p

h i
� 0; 1ffiffi

2
p

h i
. This is the one-dimensional problem in Example 5.1.3. along the northeast-southwest diago-

nal. Inflow boundary conditions are given by the exact solution of the steady state problem. Again, since our grids are not
aligned with the diagonal line, this is a truly two-dimensional test case. As before, this problem has two steady state solu-
tions with shocks
uðx; y;1Þ ¼
1� sin p xþyffiffi

2
p

� �
if 0 6 xþyffiffi

2
p < xs;

�0:1� sin p xþyffiffi
2
p

� �
if xs 6

xþyffiffi
2
p < 1;

8><>:
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Fig. 7. Example 5.2.2. Solid red lines: exact solution approximated by WENO3-RK4 with very fine mesh (1000 cells); blue circles: numerical solution by fast
sweeping method with 100 cells. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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where xs ¼ 0:1486 or xs ¼ 0:8514.
The initial condition is given by:
uðx; y;0Þ ¼
1 if 0 6 xþyffiffi

2
p < 0:5;

�0:1 if 0:5 6 xþyffiffi
2
p < 1;

(

where the initial jump is located in the middle of the positions of the shocks in the two admissible steady state solutions. The
numerical result is displayed in Fig. 9. The shock is captured at the correct location and resolved well.

We compare the fast sweeping method with WENO3-RK4 time evolution scheme by plotting the residues and errors
against the iteration numbers. The results are shown in Fig. 10. We can see that fast sweeping method reaches the same
stopping criteria with much fewer iterations and approaches the exact solution more efficiently.
Example 5.3.3. We consider the two-dimensional steady state problem:
ut þ
u2

2

� �
x
þ uy ¼ 0; ðx; yÞ 2 ½0;1� � ½0;1� ð29Þ
with the boundary conditions:
uðx;0; tÞ ¼ 1:5� 2x; uð0; y; tÞ ¼ 1:5; uð1; y; tÞ ¼ �0:5:
This problem was studied in [6] as a prototype example for shock boundary layer interaction. The initial condition is taken to
be uðx; y;0Þ ¼ uðx;0;0Þ ¼ 1:5� 2x. Exact solutions are imposed on the ghost points of WENO reconstruction, which means u
is set to be constant for x < 0; x > 1; y > 1 and equals 1:5� 2x for y < 0. The isolines of the numerical solution and the cross
sections for y ¼ 0:25 across the fan, for y ¼ 0:5 right at the junction where the fan becomes a single shock, and at y ¼ 0:75
across the shock, are displayed in Fig. 11. It can be seen from the cross section figures that both the smooth and shock regions
are well-resolved.
5.4. The two-dimensional systems

Example 5.4.1. We consider a Cauchy–Riemann problem:
@W
@t
þ A

@W
@x
þ B

@W
@y
¼ 0; ðx; yÞ 2 ½�2;2� � ½�2;2�; t > 0; ð30Þ
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Fig. 8. Comparison of fast sweeping method with WENO3-RK4 for Example 5.2.2, with 100 cells. Top left: the solution obtained by sweeping method after
100, 200, 1000 iterations. Top right: the solution obtained by WENO3-RK4 method after 100, 200, 1000 iterations. Bottom left: comparison of L1 residues for
convergence by fast sweeping and time marching methods for first 2000 iterations. Bottom right: comparison of L1 errors by these two methods.

Table 3
Errors, numerical orders of accuracy and iteration numbers of fast sweeping method with LF-WENO3 flux for Example 5.3.1 on
meshes with N � N cells.

N � N L1 Error Order L1 Error Order Iter #

20 � 20 4.38E�03 – 2.92E�03 – 284
40 � 40 6.93E�04 2.66 7.26E�04 2.00 368
80 � 80 1.02E�04 2.76 1.80E�04 2.01 528
160 � 160 1.46E�05 2.80 4.48E�05 2.01 996
320 � 320 1.92E�06 2.93 1.05E�05 2.09 1872
640 � 640 2.11E�07 3.19 1.08E�06 3.28 4588
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where
A ¼
1 0
0 �1

� �
and B ¼

0 1
1 0

� �
;

with the following Riemann data W ¼ ðu;vÞT ,



Fig. 9. Example 5.3.2 simulated on 80 � 80 cells. Left: 25 equally spaced contours of the solution from �1.2 to 1.1; right: the numerical solution (blue
circles) versus the exact solution (red solid line) along the cross section through the northeast to southwest diagonal after 564 iterations. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 10. Convergence history for Example 5.3.2. The L1 residues for convergence (left) and errors (right) by fast sweeping method (red solid lines) and
WENO3-RK4 time evolution method (blue dotted lines) on a mesh with 80� 80 cells. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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u ¼

1 if x > 0 and y > 0
�1 if x < 0 and y > 0
�1 if x > 0 and y < 0
1 if x < 0 and y < 0

8>>><>>>: and v ¼

1 if x > 0 and y > 0
�1 if x < 0 and y > 0
�1 if x > 0 and y < 0
2 if x < 0 and y < 0

:

8>>><>>>: ð31Þ
The solution is self-similar, and therefore Wðx; y; tÞ ¼ fW ðxt ; y
tÞ. Let n ¼ x

t, g ¼
y
t, then fW satisfies
ð�nI þ AÞ @
fW
@n
þ ð�gI þ BÞ @

fW
@g
¼ 0 ð32Þ
which can be written as
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Fig. 11. Example 5.3.3 on a mesh with 100� 100 cells. Top left: 25 equally spaced contour lines from �0.6 to 1.6. Top right: cross section at y ¼ 0:25;
bottom left: cross section at y ¼ 0:5; bottom right: cross section at y ¼ 0:75. For the cross sections, the solid red lines are the exact solution and blue circles
are the numerical solution. Results are obtained after 176 iterations. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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@

@n
ð�nI þ AÞfWh i

þ @

@g
ð�gI þ BÞfWh i

¼ �2fW ð33Þ
with the boundary conditions at infinity given by the Riemann data in (30) and (34) at time t ¼ 1. Eq. (33) can be solved by
the sweeping method with boundary conditions set as the exact solution and the same initial condition as in (34). Boundary
values on the ghost points in the WENO reconstruction are set as
u ¼

1 if x > 1 and y > 1
�1 if x > 1 and y < 1
�1 if x < 1 and y > 1
1:5 if x < 1 and � 1 < y < 1
1 if x < 1 and y < �1

8>>>>>><>>>>>>:
and v ¼

1 if x > �1 and y > 1
�1 if x < �1 and y > 1
�1 if x > �1 and y < 1
1:5 if x < �1 and � 1 < y < 1
2 if x < �1 and y < �1

:

8>>>>>><>>>>>>:
ð34Þ
The numerical results are shown in Fig. 12.
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Fig. 12. Example 5.4.1 simulated on 80� 80 cells. Left panel: 19 equally spaced contours for u from �2.9 to 1.7; right panel: 23 equally spaced contours for
v from �1.9 to 3.37. Total iteration number is 364.
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Example 5.4.2. We consider a regular shock reflection problem of the steady state solution of the two-dimensional Euler
equations:
Fig. 13.
spaced
ut þ fðuÞx þ gðuÞy ¼ 0; ðx; yÞ 2 ½0;4� � ½0;1�; ð35Þ
where u ¼ ðq;qu;qv; EÞT ; fðuÞ ¼ ðqu;qu2 þ p;quv;uðEþ pÞÞT , and gðuÞ ¼ ðqv ;quv ;qv2 þ p;vðEþ pÞÞT . Here q is the density,
ðu;vÞ is the velocity, E is the total energy and p ¼ ðc� 1ÞðE� 1

2 ðqu2 þ qv2ÞÞ is the pressure. c is the gas constant which is
taken as 1.4 in our numerical tests.

The initial condition is taken to be
ðq;u; v; pÞ ¼ ð1:69997;2:61934;�0:50632;1:52819Þ on y ¼ 1;

ðq;u; v; pÞ ¼ 1;2:9;0;
1
c

� �
otherwise:
The boundary conditions are given by
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Shock reflection simulated on a 160� 40 uniform mesh. Top: 23 equally spaced contours from 0.94 to 2.72 for the density; bottom: 25 equally
contours from 5 to 15.2 for the energy. Total iteration number is 508.
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ðq;u;v ;pÞ ¼ ð1:69997;2:61934;�0:50632;1:52819Þ on y ¼ 1;
and reflective boundary condition on y ¼ 0. The left boundary at x ¼ 0 is set as an inflow with ðq;u; v; pÞ ¼ ð1;2:9;0; 1
cÞ, and

the right boundary at x ¼ 4 is set to be an outflow with no boundary conditions prescribed. The numerical results are shown
in Fig. 13. It can be clearly seen that the incident and reflected shocks are well-resolved. The L1 residue, however, stagnates at
10�5 for density and 10�4 for energy.
6. Conclusion

In this paper, we proposed the first fast sweeping method for solving steady state hyperbolic equations with source terms.
The method is based on the Lax–Friedrichs fluxes with WENO (Weighted Essentially Non-oscillatory) reconstruction to
achieve high order accuracy. The alternating sweeping directions with Gauss–Seidel iterative updates are used to accelerate
the speed of convergence. Furthermore, the modified stopping criteria is proposed to stop the algorithm when the residue of
the scheme is sufficiently small but not monotonically decreasing.

We applied this proposed method to both scalar and system test problems including Burgers’ equation, shallow water
equations, nozzle flow problem and Euler equations. In all simulations, we observed that the fast sweeping LF-WENO3 meth-
od converges faster than the time evolution finite difference WENO3-RK4 methods: fast sweeping method needs fewer iter-
ations to reach the same L1 error of the solution. The overall computational performance of the fast sweeping method is more
efficient than time evolution methods. Future work includes developing multigrid type high-order schemes based on this LF-
WENO3 and other types of fast sweeping or fast marching methods based on upwind fluxes.
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